HS 267 Lecture Notes 3/21/07 (Cross-tabulated counts)

1. Relationships between variables: Until now we have studied how to analyze data in which (a) the explanatory variable is quantitative and response variable is quantitative (e.g., correlation and regression) and (b) the explanatory variably is categorical and response variable in quantitative (e.g., side-by-side boxplots). Here a synopsis:

	Explanatory
	Response variable

	variable
	Quantitative
	Categorical

	Quantitative
	linear models 
(e.g., cor. & regress)
	log-linear models 
(e.g., logistic regression)

	Categorical
	compare means and variances
(e.g., t, ANOVA)
	compare counts and proportions (X2 methods)


2. Counts & proportions: With quantitative response outcomes the analysis often comes down to a comparison of means and variances.  With categorical responses the analysis often comes down to a comparison of counts and proportions.

3. Single sample instance: HS 167 covered the analysis of one-sample problems with a binary (categorical) response (Unit 9: Inference about a proportion).

4. Independent sample instances: “Categorical explanatory / categorical response” data may be generate with three different sample mechanisms. These are:

a. Sampling method I (naturalistic sample): Take a simple random sample of N individuals from a population. Cross-classify observations with respect to the explanatory and response variables. 

b. Sampling method II (purposive cohort sample): Take a fixed number of individuals that are exposed (n1) and a not exposed (n2) to the explanatory factor. Cohorts may be constructed by assigning the exposure (experimental study) or by classifying “self-selected” exposures (observational study). The frequency of the “successes” is compared in the groups. 

c. Sampling method III (case-control sample): Take a fixed number (m1) of individuals who are “successes” with respect to the response  (cases). Select a fixed number (m2) of individuals who are “failures” with respect to the response (controls). Historical information about the explanatory variable is collected. Data are cross-classified We cover case-control data analysis in Lab 6.

5. Descriptive methods for categorical/categorical data

a. R-by-C cross-tabulations

b. Marginal distributions -- useful only if sample is naturalistic

c. Conditional distributions (row percents and column percents) - used to describe association

d. Demos: 2-by-2 case (demo), lab has a 5-by-2 table

6. Inferential methods 

a. X2 test of association

i.  H0:  no association between row and column variables in population (for 2-by-2 case: H0: p1 = p0)
ii. 
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iii.  P value -- discuss chi-square sampling distribution characteristics

iv. Conclusion: Use P value to quantify evidence against H0
b. Measures of association such as the RR and OR will be covered next week
7. Conditions for chi-square test

a. Independence & expected values ≥ 5 in all but 20% of cells (use Fisher’s exact if < 5)

b. Validity assumptions (of course)
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