
Discriminant analysis classifiers 
Shiou-Shiou Deng & Guangjie He

Math 285: Classification with Handwritten Digits

As one of the fundament problems in designing practical recognition 

systems, the recognition of handwritten digits is an active research 

field. One of the major challenges in the recognition of handwritten 

digits is the within class variance, because people do not always write 

the same digit in exactly the same way. Classification of hand written 

digits is the task of predicting the class to which a number belongs. 

In this poster, we introduce three different classifications: Quadratic 

Discriminant Analysis (QDA), Linear Discriminant Analysis (LDA), 

and Naive Baye, and implement these classifiers to the MNIST data. 

The results not only give raw accuracy in each dimension but also the 

time requirement. Furthermore, comparing these three classifications’ 

performances, we have better understanding the properties of data and 

which situations the classifiers usually failed. The last but not least, 

comparing methods which handling the singularity is another useful 

issue for recognition systems. 

Introduction

Figure 2 showed that after classifying the test images using from 1 to 154 dimensions through LDA, QDA, NB with normal distribution and NB with kernel distribution, the four curves of 

test error are consistent. The test errors appeared steady at each classifier with 20 or more dimensions. Among the four classifiers, quadratic discriminant analysis (QDA) performed the best 

result. Figure 3 showed that the curves of test errors using 2DLDA + LDA and using 2DLDA + QDA are inconsistent. With large size, 2DLDA+LDA performs better than 2DLDA+QDA. 

Figure 4 showed the test error were produced by the four classifiers in the 50-dimensional feature vector, which represents 84% variance, the 154-dimensional feature vector, which 

represents 95% variance, and the best feature vector. LDA and NB with kernel distribution with 154 dimensions perform better than with 50 dimensions. However, QDA and NB with normal 

distribution with 50 dimensions perform better than with 154 dimensions. In the last bar chart, LDA performs best with 109 dimensions, QDA performs best with 46 dimensions, NB with 

normal performs best with 69 dimensions, and NB with kernel performs best with 68 dimensions. Also, considering the time-consuming issue, QDA is the fastest among the four classifiers.

Figure 5 showed that comparing the PCA to the 2DLDA, the test error with LDA classifiers decreases when the dimensions or the size increases, however, the test error with QDA classifiers 

increases when the dimensions or the sizes increases. In addition, PCA with LDA or QDA perform better than 2DLDA with LDA or QDA. Figure 6 showed that each classifier with different 

method to dealing the singularity performs the lowest test error. PCA + QDA performs the best result among those classifiers. Comparing QDA with the four methods to dealing the 

singularity, PCA performs better than the other three methods, 2DLDA, Direct QDA, and Psuedoinverse. 

From the table 1, the test errors were higher when LDA classified 3 and 5, 4 and 9, 5 and 8, 2 and 8, 5 and 8. The table 2 showed that the test errors were higher when QDA classified 7 and 2. 

The table 3 showed that the test errors were higher when NB with normal distribution classified 3 and 5, 2 and 8. The table 4 showed that the test errors were higher when NB with kernel 

distribution classified 3 and 5, 2 and 8, 4 and 9. 

 The high test errors LDA or NB produced means that the methods with their assumptions probably be inappropriate for the MNIST data.  

 In general, QDA with low dimensions performs well and quickly than the other three classifiers, LDA, NB with normal, and NB with kernel.  

 Instead of using 2DLDA, using PCA to deduct the dimensions in MNIST data is a better choice.

 Handling the singularity problem with MNIST data, PCA performs better results than the other three methods, 2DLDA, Direct QDA, and Psuedoinverse.

 The four classifiers revealed that the machines would be confused when classifying 3 and 5, 4 and 9, 2 and 8, and LDA had more difficulties about classifying these numbers than the 

other three classifiers.

Result

A low-definition images of size 28 by 28 implies a feature space of 28 28 = 

784 dimensions, and those matrices are almost always singular. Due to the 

problem, there are some different methods to handle singularity. 

 PCA + LDA/QDA: Dimensionality reduction is the important factor which 

is used to reduce the features of the original data without the loss of 

information. PCA algorithm is used in number of applications to reduce 

the features and transforms the higher 

dimensional space into lower space 

and performs well. (Van Der 

Maaten, Postma, & Van den Herik, 

2009) To overcome this issue, we 

projected the data using principal 

component analysis before applying 

LDA or QDA, and from figure 7, the 

50-dimensional feature vector 

represented 84% variances and 

the 154-dimensional feature 

vector represented 95% variances. 

 Psuedoinverse LDA/QDA: A common use of the pseudoinverse is to 

compute a best fit solution to a system of linear equations that lacks a 

unique solution. Another use is to find the minimum normal solution to a 

system of linear equations with multiple solutions. The pseudoinverse 

facilitates the statement and proof of results in linear algebra. 

 Direct LDA/QDA: Considering the PCA criterion may not be compatible 

with the LDA criterion because the PCA step may discard dimensions that 

contain important discriminative information. A direct, exact LDA 

algorithm could accept high dimensional data as input, and optimizes 

Fisher's criterion directly, without any feature extraction or dimensionality 

reduction steps. (Yu & Yang, 2001)

 2DLDA + LDA/QDA: PCA+LDA has high costs in time and space, due to 

the need for an eigen-decomposition involving the scatter matrices. 

2DLDA overcomes the singularity problem implicitly, while achieving 

efficiency. The key difference between 2DLDA and classical LDA lies in 

the model for data representation. Classical LDA works with vectorized

representations of data, while the 2DLDA algorithm works with data in 

matrix representation. (Ye, Janardan, & Li, 2004) More specifically, 

2DLDA involves the eigen-decomposition of matrices which are much 

smaller than the matrices in classical LDA. This dramatically reduces the 

time and space complexities of 2DLDA over LDA. 

Handling singularity

Figure 7: The explained variance of the
1-784 dimensional feature vectors 

Figure 8: The Images with 154-dimensiona
l feature vector

Figure 9: The images with 50-dimensional 
feature vector

Figure 2: The curves of test error using four classifiers with from 1 to 154 dimensions
Figure 3: The curve of test error using 2DLDA + LDA with from 1 to 28 sizes

Figure 4: The bar charts of test error using four classifiers with 50, 154, and the dimension of performing best

Figure 5: the test error of LDA and QDA using PCA or 2DLDA

Table 1: The confusion matrix of Linear Discriminant Analysis with PCA Table 2: The confusion matrix of Quadratic Discriminant Analysis with PCA Table 3: The confusion matrix of Naïve Bayes classifier with normal distribution Table 4: The confusion matrix of Naïve Bayes classifier with kernel distribution
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Analysis Method

Maximum A posterior classification

Definition: to assign the label based on the posterior probabilities

According to the Bayes’ rule 

This is called MAP classification.

Gaussian Discriminant Analysis

Definition: One important application of multivariate normal is to 

define the class conditional densities in a generative classifier    

The result technique is called Gaussian discriminant. 

special case         

for all c

Figure 1 showed 

in the first row the 

LDA performs 

better result than

the other two 

classifiers if the 

data look like 

linear patterns. 

In the second row, 

if the data look like 

circle patterns, the 

Naïve Bayes performs better than the other two classifiers. In the third 

row, QDA performs better than the other two classifiers if the data look 

like quadratic patterns.

QDA

LDA

The model is called “naive” since we do not expect the 

features to be independent, even conditional on the class label. 

However, even if the naive Bayes assumption is not true, it 

often results in classifiers that work well.  One reason for this 

is that the model is quite simple.
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Figure 1: The appearances of distinguishing the different data using the three 

classifiers. 

Figure 6: the lowest test error which each classifier produces

Gaussian
Naive 
Bayes

If       is diagonal, then 

the Naive Bayes is 

equivalent to Gaussian
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• More specifically, for LDA and QDA, 
is modelled as a multivariate Gaussian 
distribution

• In the case of LDA, the Gaussians for each 
class are assumed to share the same 
covariance matrix

• In the case of QDA, there are no assumptions 
on the covariance matrices of the 
Gaussians, leading to quadratic decision 
surfaces.
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To estimate        , we need to pick a model

• LDA/QDA: by using multivariate Gaussian distributions

• Naive Bayes: by assuming independent features in 
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Figure 10: The algorithm of the direct LDA
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