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This PowerPoint 2007 template produces a 36”x56” 
presentation poster. You can use it to create your research 
poster and save valuable time placing titles, subtitles, text, 
and graphics. 

We provide a series of online tutorials that will guide you 
through the poster design process and answer your poster 
production questions. To view our template tutorials, go 
online to PosterPresentations.com and click on HELP DESK.

When you are ready to print your poster, go online to 
PosterPresentations.com

Need assistance? Call us at 1.510.649.3001

QUICK START

Zoom in and out
As you work on your poster zoom in and out to the level that is more 

comfortable to you. 
Go to VIEW > ZOOM.

Title, Authors, and Affiliations
Start designing your poster by adding the title, the names of the authors, 
and the affiliated institutions. You can type or paste text into the 
provided boxes. The template will automatically adjust the size of your 
text to fit the title box. You can manually override this feature and 
change the size of your text. 

TIP: The font size of your title should be bigger than your name(s) and 
institution name(s).

Adding Logos / Seals
Most often, logos are added on each side of the title. You can insert a 
logo by dragging and dropping it from your desktop, copy and paste or by 
going to INSERT > PICTURES. Logos taken from web sites are likely to be 
low quality when printed. Zoom it at 100% to see what the logo will look 
like on the final poster and make any necessary adjustments.  

TIP: See if your school’s logo is available on our free poster templates 
page.

Photographs / Graphics
You can add images by dragging and dropping from your desktop, copy 
and paste, or by going to INSERT > PICTURES. Resize images 
proportionally by holding down the SHIFT key and dragging one of the 
corner handles. For a professional-looking poster, do not distort your 
images by enlarging them disproportionally.

Image Quality Check
Zoom in and look at your images at 100% magnification. If they look good 
they will print well. 

QUICK START (cont.)

How to change the template color theme
You can easily change the color theme of your poster by going to the 
DESIGN menu, click on COLORS, and choose the color theme of your 
choice. You can also create your own color theme.

You can also manually change the color of your background by going to 
VIEW > SLIDE MASTER.  After you finish working on the master be sure to 
go to VIEW > NORMAL to continue working on your poster.

How to add Text
The template comes with a number of pre-
formatted placeholders for headers and text 
blocks. You can add more blocks by copying and 
pasting the existing ones or by adding a text box 
from the HOME menu. 

 Text size
Adjust the size of your text based on how much content you have to 
present. The default template text offers a good starting point. Follow 
the conference requirements.

How to add Tables
To add a table from scratch go to the INSERT menu and 
click on TABLE. A drop-down box will help you select rows 
and columns. 

You can also copy and a paste a table from Word or another PowerPoint 
document. A pasted table may need to be re-formatted by RIGHT-CLICK > 
FORMAT SHAPE, TEXT BOX, Margins.

Graphs / Charts
You can simply copy and paste charts and graphs from Excel or Word. 
Some reformatting may be required depending on how the original 
document has been created.

How to change the column configuration
RIGHT-CLICK on the poster background and select LAYOUT to see the 
column options available for this template. The poster columns can also 
be customized on the Master. VIEW > MASTER.

How to remove the info bars
If you are working in PowerPoint for Windows and have finished your 
poster, save as PDF and the bars will not be included. You can also delete 
them by going to VIEW > MASTER. On the Mac adjust the Page-Setup to 
match the Page-Setup in PowerPoint before you create a PDF. You can 
also delete them from the Slide Master.

Save your work
Save your template as a PowerPoint document. For printing, save as 
PowerPoint or “Print-quality” PDF.

Print your poster
When you are ready to have your poster printed go online to 
PosterPresentations.com and click on the “Order Your Poster” button. 
Choose the poster type the best suits your needs and submit your order. 
If you submit a PowerPoint document you will be receiving a PDF proof 
for your approval prior to printing. If your order is placed and paid for 
before noon, Pacific, Monday through Friday, your order will ship out that 
same day. Next day, Second day, Third day, and Free Ground services are 
offered. Go to PosterPresentations.com for more information.

Student discounts are available on our Facebook page.
Go to PosterPresentations.com and click on the FB icon. 
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• Many independent trees from different bootstrap samples of the training data, (Random samples 
with replacement) are build and a vote of the predictions is considered to get a final prediction.

• Random forest is a variation of bagging as it allows to use different subsets of the variables at the 
nodes of any tree in the ensemble.

• Figure 2 shows the decision boundary for toy 
data set.

• Boundary is piece- wise linear
• Splitting criterion depends on Gini Index, 

Entropy and Misclassification Error.
• Boundary changes with the minor changes in 

data set.
• Decision tree is a weak learner, poor 

performance due to higher variance. 

Figure 2: Decision boundary of a classification tree for 
toy data set

Figure 1: Classification tree for toy data set

Conclusion:
 

● The random forest is the best method when the number of trees is small, while gradient boosting 
does the best job among all the models when the number of trees is increased to 500.

● The bagging team (bagging and random forest) converge early, while it takes the boosting team 
(LogitBoost, AdaBoost, GentleBoost and GradientBoost) a long time to obtain the good results.

● GradientBoost >random forest >bagging > GentleBoost >LogitBoost >AdaBoost >single tree.

Figure 8: Comparison of test error for all the six ensemble methods working on the MNIST handwritten digits 
against both small and large number of trees..

• Apply one-versus-one extension to two-class methods LogitBoost, AdaBoost and GentleBoost. 
Their error rate seems get closer and closer as the number of trees increases.

• Gradient Boosting does the best job for the MNIST handwritten digits data.

Figure 7: Test errors of LogitBoost, AdaBoost, GentleBoost and GradientBoost against number of trees.

Figure 4: OobError curve for bagging vs random forest 
for 500 trees.

• The error rate is computed at 25, 50 and 500 
trees with the two methods.

• Random forest always performs better than 
bagging.

• The difference in their error rates does not 
change a lot.

Figure 5: The test errors against number of trees.

• The time of running n = 25, 50 and 500 
trees with bagging and random forest 
methods is measured.

• As the number of trees increases, bagging 
takes much longer than random forest. 

• Conclusion: Random forest is more 
accurate and faster as compared to 
bagging.

Figure 6: Speed comparison for bagging and random forest.

• Boosting is building many trees adaptively and then adding their predictions. The four boosting 
techniques implemented here are: LogitBoost, AdaBoost, GentleBoost and Gradient Boost.

• LogitBoost can be seen as a convex optimization problem. The LogitBoost algorithm minimizes 
the logistic loss:

• AdaBoost builds tree classifiers sequentially by “focusing more attention on training errors 
made by the preceding trees and then add their predictions.

• GentleBoost puts less weight on outlier data points.
• Gradient Boosting use gradient descent algorithm to optimize a loss function.
• The objective of this part is to compare the performance of these four boosting methods at 

different number of trees. 

In statistical terms, classification is a technique to identify the set of categories to which the new 
observation belongs to, on the basis of a sample training data set in which the category of each 
observation is known. Some of the most commonly used classification techniques are: Classification 
Tree and its ensemble methods: Random Forest, Bagging and Boosting.

• Figure 3 shows the decision tree for Fisher 
Iris Data set. 

• Dataset: 150 instances, 4 attributes and 3 
classes.

• First split based on petal length and terminal 
nodes give the classes with respective 
probabilities.

• The test error for MNIST data using a 
single decision tree is about 12.23% with 
240 intermediate branches.

• The run time for a single decision tree is 
about 1 min but the results are not visually 
attractive.

Figure 3: Example of a classification tree for Iris data set

• Figure 1 shows a classification tree for a toy 
data set with binary classes 1 and 2.

• Splitting probability at each node is 
different.

• Splitting stops when a terminal node is 
achieved.

• Each observation is classified in either of the 
2 classes based on the tree.

• Overfitting of the data will give a long tree- 
not useful for test data.

• Several pruning rules are implied for large 
data sets and higher dimensions.

• Classification tree uses a decision tree as a predictive model which uses several decision criteria and 
maps the observation to the correct category, or as it is more generally said “class.” 
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      http://www.math.sjsu.edu/~gchen/Math285S16/lec8ensemble.pdf
[2] Chapter 4: Classification: Basic Concepts, Decision trees, and Model Evaluation, Introduction
      to data mining by Pang-Ning Tan, Michael Steinbach, Vipin Kumar. 
      http://www-users.cs.umn.edu/~kumar/dmbook/ch4.pdf
[3] LogitBoost, Wikipedia, the Free Encyclopedia, December 4, 2014.
      https://en.wikipedia.org/w/index.php?title=LogitBoost&oldid=636575418.
[4] Gradient Boosting, Wikipedia, the Free Encyclopedia, May 8, 2016.
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• The error rates of the two methods 

converge around 50 trees.
• Random forest has better performance than 

bagging in terms of speed and accuracy.
• Bagging consumes 353 minutes while it 

takes random forest 16 minutes.
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